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Abstract

Mobile edge clouds can offer delay-sensitive services to users by deploying storage and computing resources at the network edge. Considering resource-limited edge server, it is impossible to deploy all services on the edge clouds. Thus, many existing works have addressed the problem of arranging services on mobile edge clouds for better quality of services (QoS) to users. In terms of existing service placement strategies, the historical data of requesting services by users are collected to analyze. However, those historical data belong to users' sensitive information, without appropriate privacy preserving measures may hinder the implementation of traditional service arrangement strategies. Service placement with considering users' privacy and limited resources of mobile edge clouds, is an extremely urgent problem to be solved. In this paper, we propose a privacy-aware service placement (PSP) scheme to address the problem of service placement with privacy-awareness in the edge cloud system. The purpose of PSP mechanism is to protect users' privacy and provide better QoS to users when obtaining services from mobile edge clouds. Specifically, whether service placement on mobile edge clouds or not is modeled as a 0–1 problem. Then, a hybrid service placement algorithm is proposed that combines a centralized greedy algorithm and distributed federated learning. Compared with other optimization schemes, the simulation experiments show that PSP algorithm could not only protect users' privacy but also meet users' service demands through mobile edge clouds.

1. Introduction

With the rapid development of Internet of Things, there is an increasing demand of computing and storage resources in terms of mobile applications and services, such as virtual reality (VR) and augmented reality (AR) [10,12,17,28,29]. In order to overcome the limitations of battery capacity and computing ability of mobile devices, those services can be offloaded to
remote clouds to process [16] [23]. Due to a long transmission distance, however, it brings high latency for users to wait when obtaining services from remote clouds [21] [19]. In this case, it provides low quality of service (QoS) to mobile users since the delay of waiting for services is too large to endure [14,26].

As a novel distributed cloud framework, mobile edge clouds have the capability of computing, storage, and communication at the network edge, which can handle computing-intensive and delay-sensitive services offloaded to edge clouds [4,30]. This is because edge clouds with computing and storage resources are close to users (i.e., one hop usually), which brings low delay [8]. Therefore, edge computing can not only guarantee high QoS, but also provide low delay for mobile users [20,33].

Based on some advanced technologies [5,6], such as software-defined network (SDN) and network function virtualization (NFV), mobile edge computing is changing services interaction pattern to mobile users [3,27]. Existing researches about mobile edge computing can be roughly divided into three categories: (i) task offloading [7,25], which tries to identify an optimal collaborative task offloading scheme to decide where to process the task, such as mobile devices, edge clouds, or remote clouds; (ii) resource allocation [35], which aims to design a resource allocation strategy to allocate resources to maximize resource utilization in terms of limited computing, storage, and communication resources of edge clouds. (iii) services placement [14], whose objective is to explore an optimal service placement scheme to maximize QoS of mobile users. Specially, services placement on mobile edge clouds can further reduce latency of users to obtain services [22,31].

Taking scene rendering of VR as an example, scene rendering and popular videos should be arranged on mobile edge clouds in advance to reduce the delay when mobile users require VR services.

Considering limited computing, storage and communication resources of mobile edge clouds, it is unrealistic to place all services on mobile edge clouds, which are different from remote clouds with abundant resources. Therefore, it is necessary to consider which services can be placed on mobile edge clouds, i.e., designing an optimal service placement scheme. Service placement has attracted increasing interests during the last few years. For example, Chen et al. [7] design an opportunistic task offloading model based on cloudlets, which realizes the tradeoff between cost and delay. Hao et al. [13] introduce an optimal service placement scheme under limited storage resources on mobile edge clouds, which aims to minimize consumed energy. Xu et al. [32] give a joint service placement and task offloading scheme which takes users’ required services and tasks to be solved into consideration simultaneously.

However, above schemes ignore users’ privacy [11] while do not consider limited computing, communication, and storage resources of mobile edge clouds when to design service placement strategies. Specifically, existing service placement strategies depend on the degree of users’ preference toward services. For example, when users prefer one service to a high degree, the quantity of their demands on this service is large. When users prefer one service to a low degree, the quantity of their demands on this service is small. However, degrees of users’ preference on services belong to their privacy information [15,34], which may include users’ locations [1], environments and personalized demands that users do not want to reveal [2,18]. However, the existing placement strategies do not care users’ privacy which is a compelling but less studied problem that needs to be addressed. Furthermore, existing privacy preservation schemes towards content caching are not applicable, since service demands are more complex than content demands. For example, service demands relate to storage, communication, and computing resources of mobile edge clouds [9,24]. In addition, service demands become more personalized and involve more users’ privacy. Therefore, it is necessary to explore a privacy-aware service placement strategy.

In this paper, we design an optimal service placement strategy in terms of limited computing, storage, and communication resources of mobile edge clouds, while preserving users’ privacy simultaneously. Specifically, we first explore how to maximize the satisfaction of users’ services demands under limited resources (i.e., computing, storage, and communication resources) of mobile edge clouds. Second, we build users’ preference model and use federated learning to estimate users’ service demands while protecting their privacy. Finally, the simulation experiment results show that the privacy-aware service placement algorithm can not only protect users’ privacy but also meet more users’ service demands from mobile edge clouds comparing with traditional service placement strategy. The main contributions of this paper can be summarized as follows:

- We propose a privacy-aware service placement scheme for mobile edge clouds. To the best of our knowledge, this is the first paper that studied joint users’ privacy preserving and service placement in mobile edge clouds system. Specially, considering users’ privacy and limited communication, computing, and storage resources of mobile edge clouds, we can obtain which services can be placed on mobile edge clouds.
- We formulate the privacy-aware service placement problem as a 0–1 problem. Furthermore, federated learning is utilized to preserve mobile users’ privacy, which can train users’ preference model locally.
- The experiment results show that the algorithm can not only protect users’ privacy but also realize better performance than existing task arrangement strategy.

The rest of this paper is organized as follows. We present the system model and problem formulation in Section 2. The privacy-aware service placement scheme is described in Section 3. Our simulation results and discussions are given in Section 4. Finally, Section 5 concludes this paper.

2. System model and problem formulation

In this section, we will introduce the system model and problem formulation.
2.1. System overview

Without loss of generality, we assume the system proposed in this paper has one mobile edge cloud and several mobile devices. Let $\mathcal{N} = \{1, 2, \ldots, N\}$. Each mobile device can communicate with the edge cloud through wireless channel. The edge cloud has computing, storage, and communication resources. Let the computing power of this edge cloud (i.e., the maximum CPU frequency) be $C$, which can be utilized to process services. Assume the storage capacity of this edge cloud is $S$, which can be used to store data relevant to services. Denote $B^u$ and $B^d$ as the bandwidth of the uplink and downlink respectively, which describe uploading and downloading services required for users.

As mentioned above, the computing, storage, and communication resources of the edge cloud are limited, where not all services can be placed. Therefore, it is necessary to determine which services can be placed on edge cloud to maximally satisfy service demands of users. As shown in Fig. 1, edge clouds can satisfy users services requirements if placed those services on edge clouds in advance, such as Type-4 services. If the services requested by users are not cached on the edge cloud in advance, however, users need to obtain services from remote clouds through cellular network, such as Type-2 service. Therefore, how to place services on edge clouds is a crucial problem needed to be addressed. Furthermore, in order to preserving users’ preference towards different services, the service arrangement strategy should also take privacy protection into consideration. In summary, how to place services while preserving users’ privacy is the main problem in this paper.

2.2. Service model

Assume the set of services is $\mathcal{K} = \{1, 2, \ldots, K\}$. The computing, storage, and communication resources required for every service are different. For example, a video-related service requires more communication and storage resources. A VR service demands more computing, storage, and communication resources. Let $c_k, s_k, r^u_k, r^d_k$ denote the $k$th service’s demands for computing, storage, and communication resource, where $c_k$ is the computing space needed by service $k$, $s_k$ is the storage space needed by service $k$, and $r^u_k$ and $r^d_k$ are the bandwidth of uplink and downlink needed by service $k$.

Let $a_k \in \{0, 1\}$ denote the service placement variable which indicates whether service $k$ is placed at the edge cloud ($a_k = 1$) or not ($a_k = 0$). If $a_k = 1$, users can obtain service $k$ from this edge cloud. In contrary, if $a_k$ is equal to 0, users can not obtain service $k$ from the edge cloud, which may bring long delay because users will obtain services from remote clouds.
Furthermore, the following vector can denote the service arrangement strategy.

\[ a = (a_k \in \{0, 1\} : k \in K) \]  

(1)

2.3. Users’ preference model

The times that user \( n \) requests for service \( k \) is \( d_{n,k} \). It should be noticed that the times of the user’s requests are relevant to users’ preference on services. If one user prefers a service, then this user will often request this service. If this user does not like the service, then the service will not be requested by this user. Therefore, it is necessary to learn the users’ preference model to obtain the times of requests. Specifically, the following formula denotes the request times \( d_{n,k} \).

\[ d_{n,k} = f_k(x(n)) \]  

(2)

where \( x(n) \in \mathbb{R}^m \), which contains users’ context information, such as their ages and locations. Without loss of generality, the vector \( x(n, k) \) is standardized, that is, \( x(n, k) \in [0, 1]^m \). \( f_k(\cdot) \) denotes the nonlinear relationship between the request times and users’ preference.

We utilize sigmoid function to estimate user’s preference toward service \( k \) as follows.

\[ p_{n,k} = p_{0,k} \cdot y(k) = 1 |x(n)| = \frac{1}{1 + e^{-(\frac{1}{n}x(n))}} \]  

(3)

where \( y(k) = 1 \) if and only if the service \( k \) belongs to user’s preferred category. \( \theta_n \) is the weight parameter, and \( p_{n,k} \) is the user’s preference degree of service \( k \). Moreover, the probability of all users’ requests on the service \( k \) can be obtained.

\[ p_k = \frac{1}{N} \sum_{n=1}^{N} p_{n,k} \]  

(4)

Furthermore, the times of the users’ requests for services are relevant to their personalized demands. Thus, the edge cloud can forecast users’ demands at the next moment and update the corresponding service placement strategy based on the users’ preference model. For example, the edge cloud can replace the services requested for few times to be those services requested for many times. In addition, updating the services arranged on edge clouds need backhaul to retrieve services from the cloud terminal, which will include some costs.

2.4. Problem formulation

Based on the above discussions, we can know that the computing, storage, and communication resources of the edge cloud are limited. When to design service placement strategy \( a_k \), the following constraints should be satisfied in terms of the limited resources of the edge cloud.

(i) The storage capacity needed by services placed on the edge cloud should be less than the maximum storage capacity of the edge cloud.

\[ C1 : \sum_{k=1}^{K} a_k S_k \leq S \]  

(5)

(ii) The services running on the edge cloud should be no more than the total computing capability of the edge cloud.

\[ C2 : \sum_{n=1}^{N} \sum_{k=1}^{K} d_{n,k} a_k C_k \leq C \]  

(6)

(iii) The uplink and downlink communication bandwidth of services on the edge cloud should not exceed the maximum communication bandwidth of the edge cloud.

\[ C3 : \sum_{n=1}^{N} \sum_{k=1}^{K} d_{n,k} a_k f^u_k \leq B^u \]  

(7)

\[ C4 : \sum_{n=1}^{N} \sum_{k=1}^{K} d_{n,k} a_k f^d_k \leq B^d \]  

(8)

Regarding the service placement scheme, the objective is to maximize the quantity of services from the edge cloud while protecting users’ privacy. Specifically, the problem can be described as follows:

**P1** : maximize \( \sum_{n=1}^{N} \frac{1}{T} \sum_{t=1}^{T} D_n^t(a_k) \)  

(9)

subject to \( C1 - C4 \)  

(10)
where the objective function is to maximize users’ services demands from the edge cloud. The first constraint indicates that arranged services should not exceed the maximum storage capacity of the edge cloud. The second constraint means that the computing capability needed for the services should not exceed the maximum computing capability of the edge cloud. The third constraint means that the uplink bandwidth needed by all services should not exceed the uplink bandwidth of the edge cloud. The fourth constraint means that the downloading bandwidth needed by all services should not exceed the downlink bandwidth of the edge cloud. The fifth constraint is to describe whether the service is placed on the edge cloud or not.

3. The privacy-aware service placement scheme

To preserving users’ privacy, we utilize distributed federated learning to learn users’ preferences on services. Then, we will use a greedy algorithm to realize the service placement scheme.

3.1. Federated learning for users preference

We use federated learning to learn users’ preferences on services while protecting users’ privacy. This is because federated learning trains the preference model locally without submitting users’ privacy data to the edge cloud, which protects users’ privacy and obtains the users’ preference model simultaneously. Specifically, mobile users can use the data collected by themselves to train the preference model and then offload parameters to the edge cloud to update. After updating parameters, the edge cloud gives feedback to the mobile device. The mobile device trains it again according to the new parameters and obtains the users’ preferences model.

Then, we will show how to use federated learning. First, we utilize mobile equipments to update parameters. The logistics loss function of the nth user is defined to be \( l(x_n, y(k); \theta_n) \), which can be denoted as follows.

\[
l(x_n, y_k; \theta_n) = -y_k \log(p_{a,k}) - (1 - y_k) \log(1 - p_{a,k})
\]

where \( y_k \in \{0, 1\} \). We use gradient descent method to solve this loss function. Therefore, when it is iterated in the \( j \)th time, we can get the following equation.

\[
\theta_n^{(j+1)} = \theta_n^{(j)} - \eta^{(j)} g_n^{(j)}, \quad j = 1, 2, \ldots
\]

where \( g_n^{(j)} = \nabla_{\theta_n} l(x_n, y_k; \theta_n) \) is the gradient vector about \( \theta_n \) and \( \eta^{(j)} \) is learning rate. The iteration termination condition of the nth mobile devices is as follows.

\[
||\theta_n^{(j+1)} - \theta_n^{(j)}|| \leq \epsilon
\]

where \( \epsilon \) is a small integer. Through the above analysis, we can obtain \( N \) parameters \( \theta_1, \theta_2, \ldots, \theta_N \).

Then, the edge cloud can update the above parameters. Specifically, the updating strategy is given below.

\[
\theta^{(j)} = \frac{1}{N} \sum_{i=1}^{N} \theta_i^{(j)}
\]

In terms of the above equation, the parameters are trained uniformly. Therefore, users only need to send the trained results to the edge cloud, instead of sending all the users’ privacy data to it. In this way, users’ privacy can be preserved and a training model can be obtained.

3.2. A Greedy Algorithm for service placement

As for the optimization problem P1, it is a 0–1 optimization problem. Based on the knapsack problem, we can get this optimization problem is an NP-hard problem. In order to solve this problem, we use a greedy algorithm in this paper. The greedy algorithm is shown below. First, the service that can maximally improve the objective function can be placed on the edge cloud. Then, the secondary service is placed on the edge cloud. The rest can be done in the same manner until the computing, communication, or storage resources of all services reach the upper constraint of the edge cloud.

4. Simulations and performance analysis

In this section, we will show experimental results and corresponding analysis about the privacy-aware service placement (PSP) scheme proposed in this paper and other traditional service placement strategies, i.e., random services placement strategy and popular services placement strategy.
4.1. Simulation setting

In this section, we evaluate a system that contains one edge cloud and several mobile users. To show the relation between users’ demands and users’ context, the following parameters are set. The number of users contained is \( N = 10208 \). The number of services is \( K = 23 \). Users’ context information includes age, gender, nationality, occupation, education, and equipment type. Actually, the information involves users’ privacy and users are not willing to offload those data to the edge cloud. Services’ information includes game-type applications among others. In addition, we assume that the services requested by users can be placed on edge cloud. Federated learning is used to learn users’ demand patterns of services.

The computing, communication, and storage resources owned by the edge cloud and needed by services are as follows. In terms of the edge cloud, the computing capacity of the edge cloud is set to \( C = 10 \) GHz. The storage capacity of the edge cloud is \( S = 500 \) GBs. The uplink bandwidth of the edge cloud is \( B^u = 75 \) Mbps, and the downlink bandwidth of the edge cloud is \( B^d = 250 \) Mbps. As for services, assume that the computing capacity \( c_k \) of service \( k \) is randomly chosen from \([0.1,0.5]\) GHz. The storage capacity \( s_k \) of the service \( k \) is randomly chosen from \([20,100]\) GBs. The uplink bandwidth \( r_{uk}^u \) of the service \( k \) is randomly chosen from \([1,5]\) Mbps. The downlink bandwidth \( r_{dk}^d \) of the service \( k \) is randomly chosen from \([1,20]\) Mbps.
Fig. 4. The impact of edge cloud bandwidth capacity on the percentage of requests processed on the edge cloud: (a) The impact of edge cloud uplink bandwidth capacity on the percentage of requests processed on the edge cloud; (b) The impact of edge cloud downlink bandwidth capacity on the percentage of requests processed on the edge cloud.

4.2. Algorithm comparison

The proposed PSP algorithm is compared with the following two algorithms (i.e., random service placement strategy and popular service placement strategy).

• Random service placement strategy, which chooses the service randomly from the services’ library every time until the computing, communication, or storage resources of all services placed reaches the upper limit of the edge cloud.
• Popular service placement strategy, which estimates the request pattern of each service based on users preference and places the services on the edge cloud in order according to the request pattern until the computing, communication, or storage resources of all services placed reaches the upper limit of the edge cloud.
4.3. Performance analysis

In this section, the impact of the computing, storage, and communication resources of the edge cloud are analyzed about different service placement schemes. From Fig. 2 to Fig. 4, the x-coordinate indicates the computing, storage and communication resource of the edge cloud respectively, and the y-coordinate indicates the percentage of the requests processed on the edge cloud.

The impact of the computing ability of the edge cloud on service placement strategy is first analyzed. Fig. 2 shows that, with the improvement of the computing ability of the edge cloud, the percentage of services' requests processed on the edge cloud increases for the three service arrangement strategies. This is because the edge cloud can contain more services and meet more service requests after the computing ability of the edge cloud is improved. Furthermore, the PSP scheme in this paper is much better than random services placement strategy and popular services placement strategy. This is because the PSP scheme considers users’ privacy, users’ requests pattern, and the limited computing, storage, and communication resources of the edge cloud.

Then, the influence of the edge cloud’s storage ability on service placement strategy is analyzed. Fig. 3 shows that with the improvement of the edge cloud’s storage ability, the percentage of requests processed on the edge cloud increases. Compared with the influence of computing capacity on the service, the influence in storage capacity on service placement is greater. Furthermore, similar with Fig. 2, with the increasement of storage capacity, the PSP scheme is better than the other two schemes.

Finally, Figs. 4(a) and 4(b) show the influence of uplink bandwidth and downlink bandwidth on different services placement schemes, respectively. From those two sub-figures, it can be seen that with the increase of uplink bandwidth and downlink bandwidth, more services requirements by users can be processed on the edge cloud.

5. Conclusion

In this paper, we first analyze services placement schemes on the edge cloud considering limited computing, storage, and communication resources and model it to be a 0–1 optimization problem. Second, we use distributed federated learning to learn users’ preferences and a greedy algorithm is used to solve the optimization problem. Based on this, PSP scheme is proposed that can not only protect users’ privacy but also decrease the load of services on the remote cloud. Finally, simulation results showed that the proposed PSP scheme is more effective compared to other schemes. For future work, we will consider using PSP for several edge clouds.
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